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Abstract. The (2 + 1)-dimensional modified Kadomtsev–Petviashvili equation is decomposed
into systems of integrable ordinary differential equations resorting to the nonlinearization of Lax
pairs. Abel–Jacobi coordinates are introduced to straighten the flows, from which quasi-periodic
solutions of the modified Kadomtsev–Petviashvili equation are obtained in terms of Riemann theta
functions.

1. Introduction

There are several systematic approaches to obtain explicit solutions of the soliton equations,
such as the inverse scattering transformation, the algebro-geometric method, the polar
expansion method and others (see, e.g., [1–4] and references therein). Some interesting
explicit solutions have been found, the most important among which are pure-soliton solutions,
quasi-periodic solutions and polar expansion solutions. Recently two interesting approaches,
nonlinearization of Lax pairs [5, 6] and constrained flow [7, 8], have been developed to engender
new finite-dimensional completely integrable systems from known soliton hierarchies. Very
recently, the nonlinearization approach has been applied successfully to obtaining quasi-
periodic solutions of soliton equations [9, 10] and generalized to the investigation of soliton
equations in two spatial and one temporal (i.e.(2 + 1)) dimensions.

Consider the(2 + 1)-dimensional modified Kadomtsev–Petviashvili (mKP) equation [11]

4qt = qxxx − 6q2qx − 6qx∂
−1
x qy + 3∂−1

x qyy (1.1)

which is the compatibility condition of the following linear system [11, 12]:

uy = uxx − 2qux

ut = uxxx − 3quxx + 3
2(q

2 − qx − ∂−1
x qy)ux

(1.2)

or

vy = −vxx − 2qvx

vt = vxxx + 3qvxx + 3
2(q

2 + qx − ∂−1
x qy)vx.

(1.3)

If we impose the constraint as follows:

q = uv (1.4)
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then (1.2) and (1.3) are nonlinearized into the generalized nonlinear Schrödinger equation with
derivative coupling [13]

uy = uxx − 2uvux vy = −vxx − 2uvvx (1.5)

and its higher-order equation

ut = uxxx − 3(uvuxx + u2
xv − u2v2ux)

vt = vxxx + 3(uvvxx + v2
xu + u2v2vx).

(1.6)

Therefore, ifu is a solution of (1.5) and (1.6),q determined by (1.4) is a solution of the mKP
equation (1.1). This fact could also be verified by direct calculations.

In this paper, based on the above study we would like to develop further the methods
in [14–16] to construct quasi-periodic solutions of the mKP equation (1.1). We first derive
the soliton hierarchy associated with (1.5) and (1.6). Secondly, equations (1.5) and (1.6) are
decomposed into systems of integrable ordinary differential equations. Finally, a hyperelliptic
Riemann surface of genusN and Abel–Jacobi coordinates are introduced to straighten the
associated flows, from which the quasi-periodic solutions of the mKP equation (1.1) are
expressed explicitly by the Riemann theta functions.

2. The hierarchy

To derive the hierarchy and its stationary hierarchy associated with equations (1.5) and (1.6),
we introduce the Lenard gradient sequenceSj ,−16 j ∈ Z by the recursion relation

KSj−1 = JSj Sj |(u,v)=0 = 0 S−1 =
(
v, u, 1

2

)T
j > 0 (2.1)

with two operators(∂ = ∂/∂x)

K =
 0 ∂ + uv 0
∂ − uv 0 0
−u v ∂

 J =
 0 1 −2u
−1 0 2v
−u v ∂

.
It is easy to see that (2.1) implies the relation

−uS(1)j + vS(2)j + S(3)jx = 0 (2.2)

andSj is uniquely determined by the recursion relation (2.1). Here the conditionSj |(u,v)=0 = 0
is used only in (2.1) to select constants of integration to be zero. A direct calculation gives
from the recursion relation (2.1) that

S0 =
 −vx − uv2

ux − u2v

−uv

 S1 =
 vxx − v2ux + 3uvvx + u2v3

uxx + u2vx − 3uvux + u3v2

uvx − uxv + u2v2

. (2.3)

Consider the spectral problem

ϕx = Uϕ U =
( 1

2(λ− uv) λu

v − 1
2(λ− uv)

)
(2.4)

and the auxiliary problem

ϕtm = V (m)ϕ V (m) =
(
V
(m)
11 V

(m)
12

V
(m)
21 −V (m)11

)
(2.5)

where

V
(m)
11 = am +

m∑
j=0

S
(3)
j−1λ

m+1−j V
(m)
12 =

m∑
j=0

S
(2)
j−1λ

m+1−j V
(m)
21 =

m∑
j=0

S
(1)
j−1λ

m−j .
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Then the compatibility condition between (2.4) and (2.5) yields the zero-curvature equation
Utm − V (m)x + [U,V (m)] = 0, which is equivalent to the following soliton equations:

(uv)tm = −2am,x

utm = S(2)m−1,x + uvS(2)m−1 + 2uam

vtm = S(1)m−1,x − uvS(1)m−1− 2vam.

(2.6)

Equations (2.6) imply

am = − 1
2∂
−1[v∂S(2)m−1 + u∂S(1)m−1 + uv(vS(2)m−1− uS(1)m−1)

= 1
2∂
−1(u∂S(1)m − vS(2)m ) = 1

2S
(3)
m (2.7)

where∂∂−1 = ∂−1∂ = 1. By using (2.7) and (2.1), equations (2.6) can be written as

(utm, vtm)
T = Xm m > 0 (2.8)

and

Xj =
(

S
(2)
j − uS(3)j
−S(1)j + vS(3)j

)
=
( −u∂−1u 1 +u∂−1v

−1 +v∂−1u −v∂−1v

)(
S
(1)
j

S
(2)
j

)
.

The first two nontrivial equations in the hierarchy (2.8) witht1 = y, t2 = t are exactly
equations (1.5) and (1.6).

Assume that (2.4) and (2.5) have two basic solutionsψ = (ψ1, ψ2)
T andφ = (φ1, φ2)

T .
We introduce a matrixW of three functionsf, g, h by

W = 1
2(φψ

T +ψφT )σ =
(
f g

h −f
)

σ =
(

0 −1
1 0

)
. (2.9)

A direct calculation shows that

Wx = [U,W ] Wtm = [V (m),W ] (2.10)

which implies that the function detW is a constant independent ofx andtm. Equation (2.10)
can be written as

fx = λuh− vg gx = (λ− uv)g − 2λuf hx = 2vf − (λ− uv)h (2.11)

and

ftm = hV (m)12 − gV (m)21 gtm = 2gV (m)11 − 2fV (m)12 htm = 2fV (m)21 − 2hV (m)11 .

(2.12)

Now we suppose that the functionsf, g andh are finite-order polynomials inλ:

f =
N∑
j=0

fj−1λ
N+1−j g =

N∑
j=0

gj−1λ
N+1−j h =

N∑
j=0

hj−1λ
N−j . (2.13)

Substituting (2.13) into (2.11) yields

KGj−1 = JGj JG−1 = 0 (2.14)

KGN−1 = 0 Gj = (hj , gj , fj )T . (2.15)

It is easy to see that (2.14) implies

−uhj + vgj + fjx = 0 (2.16)

and the equationJG−1 = 0 has the general solution

G−1 = α0S−1 (2.17)
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whereα0 is an integral constant. Therefore, if we take (2.17) as a starting point, thenGj can be
determined recursively by the relation (2.14). In fact, noticing kerJ = {cS−1|∀c} and acting
with the operator(J−1K)k+1 upon (2.17), we obtain from (2.14) and (2.1) that

Gk =
k+1∑
j=0

αjSk−j −16 k 6 N − 1 (2.18)

whereα0, . . . , αk+1 are integral constants. Substituting (2.18) into the first expression of (2.15)
yields a certain stationary evolution equation,

α0X̂N + α1X̂N−1 + · · · + aNX̂0 = 0 (2.19)

where

X̂j =
(

0 ∂ + uv
∂ − uv 0

)(
S
(1)
j−1

S
(2)
j−1

)
.

This means that expressions (2.13) are existent.

3. Integrable ordinary differential equations

In this section, equations (1.5) and (1.6) will be decomposed into systems of integrable ordinary
differential equations. Without any loss of generality we can setα0 = 1, since changingG−1

simple results in multiplyingf, g andh by a constant. From (2.3), (2.1) and (2.18), we have

f−1 = 1
2 g−1 = u h−1 = v

f0 = −uv + 1
2α1 g0 = ux − u2v + α1u h0 = −vx − uv2 + α1v

f1 = uvx − uxv + u2v2 − α1uv + 1
2α2

g1 = uxx + u2vx − 3uvux + u3v2 + α1(ux − u2v) + α2u

h1 = vxx − v2ux + 3uvvx + u2v3− α1(vx + uv2) + α2v.

(3.1)

By using (2.13), we writeg andh as two finite products, they take the form

g = λu
N∏
i=1

(λ− µi) h = v
N∏
i=1

(λ− νi) (3.2)

which imply, by comparing the coefficients of the same power forλ, that

g0 = −u
N∑
j=1

µj h0 = −v
N∑
j=1

νj (3.3)

g1 = u
∑
i<j

µiµj h1 = v
∑
i<j

νiνj . (3.4)

Thus from (3.1), (3.3), (3.4) and (1.5), after a simple calculation, we obtain

∂ ln u− uv + α1 = −
N∑
j=1

µj

∂ ln v + uv − α1 =
N∑
j=1

νj

(3.5)
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and

∂y ln u + uv(∂ ln v − ∂ ln u + uv) =
∑
i<j

µiµj + α1

N∑
j=1

µj + α2
1 − α2

∂y ln v − uv(∂ ln v − ∂ ln u + uv) = −
∑
i<j

νiνj − α1

N∑
j=1

νj − α2
1 + α2

(3.6)

which imply

∂ ln uv =
N∑
j=1

(νj − µj)

∂y ln uv =
∑
i<j

(µiµj − νiνj ) + α1

N∑
j=1

(µj − νj ).
(3.7)

Resorting to (1.5), (3.5) and the first expression of (3.7), we have

∂y ln uv = uxx

u
− vxx

v
− 2uv∂ ln uv

= ∂2
x ln

u

v
+ (∂ ln u)2 − (∂ ln v)2 − 2uv∂ ln uv

=
( N∑
j=1

µj

)2

−
( N∑
j=1

νj

)2

− ∂
N∑
j=1

(µj + νj ) + 2(α1− uv)
N∑
j=1

(µj − νj ) (3.8)

which together with (1.4), the second expression of (3.7), gives

q = 1
2α1 + 1

4

N∑
j=1

(µj + νj ) +

∑N
j=1(ν

2
j − µ2

j ) + 2∂
∑N

j=1(µj + νj )

4
∑N

j=1(νj − µj)
(3.9)

in view of the equality

2
∑
i<j

µiµj =
( N∑
j=1

µj

)2

−
N∑
j=1

µ2
j .

Consider the function detW , which is a(2N + 2)th-order polynomial inλ with constant
coefficients of thex-flow andtm-flow,

− det W= f 2 + gh = 1
4

2N+2∏
j=1

(λ− λj ) = 1
4R(λ) λ2N+2 = 0. (3.10)

Substituting (2.13) into (3.10) and comparing the coefficients ofλ2N+1 andλ2N yields

2f−1f0 + g−1h−1 = − 1
4

2N+2∑
j=1

λj

2f−1f1 + f 2
0 + g−1h0 + g0h−1 = 1

4

∑
i<j

λiλj

which together with (3.1) lead to

α1 = − 1
2

2N+2∑
j=1

λj α2 = 1
2

∑
i<j

λiλj − 1
8

(2N+2∑
j=1

λj

)2

. (3.11)

From (3.10), we see that

f |λ=µk = 1
2

√
R(µk) f |λ=νk = 1

2

√
R(νk). (3.12)
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Noticing (3.2) and (2.11), we obtain

gx |λ=µk = −uµkµkx
N∏

i=1,i 6=k
(µk − µi) = −2uµkf |λ=µk

hx |λ=νk = −vνkx
N∏

i=1,i 6=k
(νk − νi) = 2vf |λ=νk 16 k 6 N

(3.13)

which together with (3.12) gives

µkx =
√
R(µk)∏N

i=1,i 6=k(µk − µi)
νkx = −

√
R(νk)∏N

i=1,i 6=k(νk − νi)
16 k 6 N. (3.14)

From (2.5), (3.5) and (3.4), we have

V
(1)
12 |λ=µk = uµk

(
µk −

N∑
j=1

µj − α1

)
V
(1)
21 |λ=νk = v

(
νk −

N∑
j=1

νj − α1

)
(3.15)

V
(2)
12 |λ=µk = uµk

[
µ2
k − µk

N∑
j=1

µj +
∑
i<j

µiµj + α1

( N∑
j=1

µj − µk
)

+ α2
1 − α2

]

V
(2)
21 |λ=νk = v

[
ν2
k − νk

N∑
j=1

νj +
∑
i<j

νiνj + α1

( N∑
j=1

νj − νk
)

+ α2
1 − α2

]
.

(3.16)

In a way similar to the calculation of (3.14), we arrive at

µktm =
√
R(µk)u

−1V
(m)
12 |λ=µk

µk
∏N
i=1,i 6=k(µk − µi)

νktm = −
√
R(νk)v

−1V
(m)
21 |λ=νk∏N

i=1,i 6=k(νk − νi)

16 k 6 N, 16 m 6 2. (3.17)

Therefore, if the(2N + 2) distinct parametersλ1, . . . , λ2N+2(λ2N+2 = 0) are given, and let
µk(x, tm)andνk(x, tm)be distinct solutions of ordinary differential equations (3.14) and (3.17),
then(u, v) determined by (3.5) and (3.6) is a solution of equation (1.5) withm = 1 or the
higher-order equation (1.6) withm = 2. This means thatq by (3.9) is a solution of the mKP
equation (1.1).

4. Quasi-periodic solutions

In this section, we shall give the quasi-periodic solutions of the mKP equation (1.1). To this
end we first introduce the Riemann surface0 of the hyperelliptic curveζ 2 = R(λ), R(λ) =∏2N+2
j=1 (λ − λj ), of genusN . On0 there are two infinite points∞1 and∞2, which are not

branch points of0. Equip0 with a canonical basis of cycles:a1, . . . , aN ; b1, . . . , bN , which
are independent and have intersection numbers as follows:

ai ◦ aj = 0 bi ◦ bj = 0 ai ◦ bj = δij .
For the present, we will choose as our basis the following set:

$l = λl−1 dλ√
R(λ)

16 l 6 N
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which areN linearly independent homomorphic differentials on0. By using the cyclesaj and
bj , the period matricesA andB can be constructed from

Aij =
∫
aj

$i Bij =
∫
bj

$i.

It is possible to show that the matricesA andB are invertible [17, 18]. Now we define the
matricesC andτ by C = A−1, τ = A−1B. The matrixτ can be shown to be symmetric
(τij = τji) and it has a positive-definite imaginary part (Imτ > 0). If we normalize$l into
the new basisωj ,

ωj =
N∑
l=1

Cjl$l 16 j 6 N

then we have∫
ai

ωj =
N∑
l=1

Cjl

∫
ai

$l =
N∑
l=1

CjlAli = δji

and ∫
bi

ωj = τji .

Now we introduce Abel–Jacobi coordinates as follows:

ρ
(1)
j (x, y, t) =

N∑
k=1

∫ µk(x,y,t)

p0

ωj =
N∑
k=1

N∑
l=1

Cjl

∫ µk

p0

λl−1 dλ√
R(λ)

16 j 6 N (4.1)

ρ
(2)
j (x, y, t) =

N∑
k=1

∫ νk(x,y,t)

p0

ωj =
N∑
k=1

N∑
l=1

Cjl

∫ νk

p0

λl−1 dλ√
R(λ)

16 j 6 N (4.2)

wherep0 is chosen a base point on0. From the first expression of (3.14), we obtain

∂xρ
(1)
j =

N∑
l=1

N∑
k=1

Cjl
µl−1
k µkx√
R(µk)

=
N∑
l=1

N∑
k=1

µl−1
k Cjl∏N

i 6=k(µk − µi)
which implies

∂xρ
(1)
j = CjN = �(0)j 16 j 6 N (4.3)

with the help of the following equality:

N∑
k=1

µl−1
k∏N

i 6=k(µk − µi)
= δlN 16 l 6 N. (4.4)

In a similar way, we obtain from (3.16) that

∂yρ
(1)
j = �(1)j ∂tρ

(1)
j = �(2)j 16 j 6 N (4.5)

∂xρ
(2)
j = −�(0)j ∂yρ

(2)
j = −�(1)j ∂tρ

(2)
j = −�(2)j 16 j 6 N (4.6)

where

�
(1)
j = Cj,N−1− α1CjN �

(2)
j = Cj,N−2 − α1Cj,N−1 + (α2

1 − α2)CjN .

On the basis of these results we obtain the following:

ρ
(1)
j (x, y, t) = �(0)j x +�(1)j y +�(2)j t + γ (1)j 16 j 6 N (4.7)

ρ
(2)
j (x, y, t) = −�(0)j x −�(1)j y −�(2)j t + γ (2)j 16 j 6 N (4.8)
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whereγ (m)j ’s (m = 1, 2) are constants,

γ
(1)
j =

N∑
k=1

∫ µk(0,0,0)

p0

ωj γ
(2)
j =

N∑
k=1

∫ νk(0,0,0)

p0

ωj .

Let T be the lattice set generated by the 2N vectors {δj , τj }, where δj =
(0, . . . ,0︸ ︷︷ ︸

j−1

, 1, 0, . . . ,0︸ ︷︷ ︸
N−j

)T andτj = τδj . The complex torusJ = CN/T is called the Jacobian

variety of0. An Abel mapA : Div(0)→ J is defined as

A(p) =
∫ p

p0

ω ω = (ω1, . . . , ωN)
T

with the natural linear extension to the factor group Div(0)

A
(∑

nkpk

)
=
∑

nkA(pk).

Consider two special divisors
∑N

j=1p
(m)
k (m = 1, 2) and

A
( N∑
k=1

p
(m)
k

)
=

N∑
k=1

A(p(m)k ) =
N∑
k=1

∫ p
(m)
k

p0

ω = ρ(m)

with p(1)k = (µk, ζ(µk)) andp(2)k = (νk, ζ(νk)), whose components are

N∑
k=1

∫ p
(m)
k

p0

ωj = ρ(m)j 16 j 6 N m = 1, 2.

According to the Riemann theorem [17, 18], there exists a constant vectorM(m) =
(M

(m)
1 , . . . ,M

(m)
N )T ∈ CN such that the function

F (m)(λ) = θ(A(p)− ρ(m) −M(m)) m = 1, 2 (4.9)

has exactlyN zeros atµ1, . . . , µN (for m = 1) or ν, . . . , νN (for m = 2), wherep = (λ, ζ )
andθ is the Riemann theta function defined by

θ(ξ |τ) =
∑
z∈ZN

exp(π
√−1〈τz, z〉 + 2π

√−1〈ξ, z〉)

in which ξ = (ξ1, . . . , ξN)
T ∈ CN, 〈ξ, z〉 =∑N

j=1 ξj zj .
To make the function single valued, the surface0 is cut along allak, bk to form a simple

connected region, whose boundary is denoted byγ . Notice the fact that the integrals [17, 18]

1

2π
√−1

∫
γ

λk d lnF (m)(λ) = Ik(0)

are constants independent ofρ(m) with

Ik(0) =
N∑
j=1

∫
aj

λkωj .

By the residue theorem, we have

Ik(0) =
N∑
l=1

µkl +
2∑
s=1

Resλ=∞s
λk d lnF (1)(λ)

Ik(0) =
N∑
l=1

νkl +
2∑
s=1

Resλ=∞s
λk d lnF (2)(λ).

(4.10)
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Here we need only compute the residues in (4.10) fork = 1, 2. In a way similar to calculations
in [9, 14, 15], we arrive at

Resλ=∞s
λ d lnF (m)(λ) = (−1)s+m∂ ln θ(m)s

Resλ=∞s
λ2 d lnF (m)(λ) = (−1)s+m∂y ln θ(m)s + ∂2 ln θ(m)s 16 m 6 2, 16 s 6 2

(4.11)

where

θ(1)s = θ(�(0)x +�(1)y +�(2)t +ϒ(s)) θ (2)s = θ(−�(0)x −�(1)y −�(2)t +3(s))

with

�(i) = (�(i)1 , . . . , �
(i)
N )

T ϒ(s) = (ϒ(s)
1 , . . . , ϒ

(s)
N )

T 3(s) = (3(s)
1 , . . . , 3

(s)
N )

T

ϒ
(s)
j = γ (1)j +M(1)

j +
∫ p0

∞s

ωj 3
(s)
j = γ (2)j +M(2)

j +
∫ p0

∞s

ωj

06 i 6 2 16 j 6 N.
Equations (4.10) and (4.11) implies

N∑
l=1

µl(x, y, t) = I1(0) + ∂ ln
θ
(1)
2

θ
(1)
1

N∑
l=1

νl(x, y, t) = I1(0) + ∂ ln
θ
(2)
1

θ
(2)
2

(4.12)

N∑
l=1

µ2
l (x, y, t) = I2(0) + ∂y ln

θ
(1)
2

θ
(1)
1

− ∂2 ln θ(1)1 θ
(1)
2

N∑
l=1

ν2
l (x, y, t) = I2(0) + ∂y ln

θ
(2)
1

θ
(2)
2

− ∂2 ln θ(2)1 θ
(2)
2 .

(4.13)

Substituting (4.12) and (4.13) into (3.9), we obtain the quasi-periodic solutions of the
mKP equation (1.1)

q(x, y, t) = 1
2(α1 + I1) + 1

4∂ ln
θ
(1)
2 θ

(2)
1

θ
(1)
1 θ

(2)
2

+
∂y ln

(
θ
(1)
1 θ

(2)
1 /θ

(1)
2 θ

(2)
2

)
+ ∂2 ln

(
(θ
(1)
2 )3θ

(2)
1 /θ

(1)
1 (θ

(2)
2 )3

)
4∂ ln

(
θ
(1)
1 θ

(2)
1 /θ

(1)
2 θ

(2)
2

) . (4.14)

Acknowledgments

Project 19671074 was supported by the National Natural Science Foundation of China. This
work was partially supported by Hong Kong RGC/97-98/21. One of the authors (XGG) would
like to thank the Henan Science Foundation Committee of China for financial support.

References

[1] Ablowitz M J and Segur H 1981Solitons and the Inverse Scattering Transform(Philadelphia, PA: SIAM)
[2] Newell A C 1985Solitons in Mathematics and Physics(Philadelphia, PA: SIAM)
[3] Novikov S, Manakov S V, Pitaevskii L P and Zakharov V E 1984Theory of Solitons, The Inverse Scattering

Methods(New York: Consultants Bureau)
[4] Cherednik I 1996Basic Methods of Soliton Theory(Singapore: World Scientific)
[5] Cao C W and Geng X G 1990J. Phys. A: Math. Gen.234117



3742 X Geng et al

[6] Cao C W 1990Sci. ChinaA 33528
[7] Antonowicz M and Rauch-Wojciechowski S 1991J. Phys. A: Math. Gen.245043
[8] Antonowicz M and Rauch-Wojciechowski S 1992J. Math. Phys.332115
[9] Cao C W 1998 Integrable structure of TD–Bargmann system through the generating function approach (to be

published)
[10] Zhou R G 1997J. Math. Phys.382535
[11] Konopelchenko B and Dubrovsky V 1984Phys. Lett.A 10245
[12] Cheng Y and Li Y S 1992J. Phys. A: Math. Gen.25419
[13] Chen H H, Lee Y C and Liu C S 1979Phys. Scr.20490
[14] Date E 1978Prog. Theor. Phys.59265
[15] Tracy E R, Chen H H and Lee Y C 1984Phys. Rev. Lett.53218
[16] Geng X G and Wu Y T 1999 Finite-band solutions of the classical Boussinesq–Burgers equationsJ. Math. Phys.

40 to appear
[17] Siegel C L 1971Topics in Complex Function Theoryvol 2 (New York: Wiley)
[18] Griffiths P and Harris J 1994Principles of Algebraic Geometry(New York: Wiley)


